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How long is the coast of Great-Britain?

Scaling phenomena
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Length systematically depends on the size of the measurement stick you use!

Scaling phenomena
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scale scale scale

https://en.wikipedia.org/wiki/Fractal_dimension 

https://en.wikipedia.org/wiki/Fractal_dimension
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“scaling of bulk with size”  
(Theiler, 1990) 

The formal answer to the question is:  
“There is no characteristic scale at which the length of the coast of GB can be expressed”

Scaling phenomena

Mandelbrot,	B.	B.	(1967).	How	long	is	the	coast	of	Britain?	Statistical	self-similarity	and	
fractional	dimension.	Science,	156(3775),	636–8.
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A power law scaling relation (LOG scale): 
There is no characteristic length, just an indication of complexity 

Scale invariance…
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Mandelbrot,	B.	B.	(1967).	How	long	is	the	coast	of	Britain?	Statistical	self-similarity	and	
fractional	dimension.	Science,	156(3775),	636–8.
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Scaling phenomena

Earthquakes (Richter-Law)                   Distribution of mass in the Universe 
frequency of occurrence ~ magnitude                                                                                resolution ~ density

Scaling relations can emerge with all kinds of observables
They inform about properties of the process / system under scrutiny
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Scaling & Growth

Moore, Gordon E. (1965). "Cramming more components onto integrated circuits"

Moore’s Law: 

Predicted if speed of 
innovations in 

“cramming more 
components onto 
integrated circuits” 

kept up … 

Moore’s Law: 

… we would soon be 
buying computers at the 

local market … 

which apparently was a 
preposterous idea

http://www.cs.utexas.edu/~fussell/courses/cs352h/papers/moore.pdf
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What is scaling? 
Self-similarity & Self-affinity
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Object looks roughly the same on all scales =  (Statistical) self-similarity (“zoom similarity”) 
(Statistical) self-similarity is observed after affine transformation = self-affinity (“warp similarity”) 

Degree of invariance across scales = Dependencies/regularities/correlations across scales

aka: “Nested scales”
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How to describe scaling relations:  
Calculate a “fractional” dimension, e.g. box-counting dimension
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Image by Prokofiev - Own work, CC BY-SA 3.0, 
 https://commons.wikimedia.org/w/index.php?curid=12042116

https://commons.wikimedia.org/w/index.php?curid=12042116
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Fractional dimension = “spill over” into next dimension 
Associated to Processes & Properties
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South Africa Portugal Germany Australia Great Britain

1.131.121.03 1.12 1.24

Scaling phenomena

line-like

1.52

Norway

plane-like
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“Optimised” packing/filling
Scaling phenomena

Packing Cubes or Spheres and Wrapping Blankets: 

2D ~ 3D spatial scaling relations in nature: 

 Cauliflower fractal dimension = 2.33

Surface of human brain: 2.79Surface of human lungs: 2.97

WHY OPTIMISED SURFACE AREA 
and not VOLUME?



Blue noise

White noise

1/f scaling

Brownian noise

Black noise

Blue noise

Scaling	exponents	reveal	properties	of	data	generating	processes

Line	–	like	~=	1

Plane	–	like	~=	2

FD
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aka: “Fractal scaling”



15



16



17



Behavioural Science Institute

18

Mean

More Data

pop

Independent observations of  
random variables 

µ±σ are sufficient to characterise 
absence of dependencies in the data: 

e.g. Expected value of µ for N = 100, given σ 
N = ensemble size

Scaling phenomena: Time scales

Interdependent observations 
across different scales 

µ±σ are insufficient to characterise 
dependencies in the data: 

e.g. Sample estimates of µ change with N 
N = observation time



1024 Trials

4096 Trials
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“Statistics”: More data = more variance



8192 Trials (3 HOURS)

More data points = more variability!
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Scaling	exponents	reveal	properties	of	data	generating	processes
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Scaling phenomena: Time scales



Line–like ~ 1
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RANDOM
UNCORRELATED

UNCONSTRAINED

PERSISTENT
HIGHLY CORRELATED

CONSTRAINED

Between:
order - random

constrained - unconstrained

Long-range dependence
Self-Organised Criticality

White noise ~ 1.5

Random walk ~ 1.1

Pink noise ~ 1.2

Scaling	exponents	reveal	properties	of	data	generating	processes
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Heart rate
 variability

Brownian noise

Pink noise

White noise

Attraction to criticality

Fractal Physiology 
Multiplicative cascade / Multifractal formalism

Monofractal Multifractal

Stride
intervals

INTERVENTION: Almurad, Z. M., Roume, C., Blain, H., & Delignières, D. (2018). Complexity matching: Restoring 
the complexity of locomotion in older people through arm-in-arm walking. Frontiers in physiology, 9, 1766.



Berthouze,	L.,	James,	L.	M.,	&	Farmer,	S.	F.	(2010).	Human	EEG	shows	long-range	temporal	correlaUons	of	
oscillaUon	amplitude	in	Theta,	Alpha	and	Beta	bands	across	a	wide	age	range.	Clinical	neurophysiology,	
121(8),	1187-97.	doi:	10.1016/j.clinph.2010.02.163.

Wijnants, M. (2011)

Fractal Neurophysiology



26

• 560	single-syllable	words	

• 	Fast	+	accurate	

• Record	naming	latency
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Wijnants, M., Cox, R., Hasselman, F., Bosman, A., & Van Orden, G. (2012). A trade-off study revealing nested timescales of constraint. Frontiers in physiology, 3, 116.



Experimental Control over Scaling >> applications in 
sports science, e.g. cycling, rowing, swimming

- Hoos O., Boeselt T., Steiner M., Hottenrott K., Beneke R. (2014). Long-range correlations 
and complex regulation of pacing in long-distance road racing. Int. J. Sports Physiol. 
Perform. 9, 544–553. 10.1123/ijspp.2012-0334.


- Den Hartigh, R. J., Cox, R. F., Gernigon, C., Van Yperen, N. W., & Van Geert, P. L. (2015). Pink 
noise in rowing ergometer performance and the role of skill level. Motor control, 19(4), 
355-369.


- Nourrit-Lucas, D., Tossa, A. O., Zélic, G., & Delignières, D. (2015). Learning, motor skill, and 
long-range correlations. Journal of motor behavior, 47(3), 182-189.


- Barbosa, T. M., Goh, W. X., Morais, J. E., Costa, M. J., & Pendergast, D. (2016). Comparison 
of classical kinematics, entropy, and fractal properties as measures of complexity of the 
motor system in swimming. Frontiers in psychology, 7, 1566.


- Den Hartigh, R. J., Marmelat, V., & Cox, R. F. (2018). Multiscale coordination between 
athletes: Complexity matching in ergometer rowing. Human movement science, 57, 434-441
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Mean

More Data

pop

Independent observations of  
random variables 

µ±σ are sufficient to characterise 
absence of dependencies in the data: 

e.g. Expected value of µ for N = 100, given σ 
N = ensemble size

Scaling phenomena: Time scales

Interdependent observations 
across different scales 

µ±σ are insufficient to characterise 
dependencies in the data: 

e.g. Sample estimates of µ change with N 
N = observation time



1024 Trials

4096 Trials
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“Statistics”: More data = more variance



8192 Trials (3 HOURS)

More data points = more variability!
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“Statistics”: Variance will not decrease with more observations!!!

Mean

More Data

pop

Random processes 
Random variables

Fractal processes 
Fractal variables

Interdependent observations over different scales! 
(self-similarity = “correlated”) 

No characteristic scale means: T does not exist! 
(at least not on 1 scale) 

Independent observations 
(no-similarity = random) 
Characteristic scale: T 

(the population) 
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